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Abstract. More than 50 years since its mass market introduction the core user 

interfaces of Video Conferencing (VC) systems have essentially been un-

changed.  Relaying real time audio and video over distance is inherently pro-

ductive. However, it lacks the sense of in-person interaction. With the current 

global pandemic, additional privacy concerns over the extended use of video 

and audio-conferencing systems, there is a need to redefine how VC Systems 

function and what information they communicate. To resolve these issues, we 

propose a VC system that utilizes facial recognition to identify and catalog par-

ticipant’s expressions and communicates their emotional states to other partici-

pants on the VC system using encoded haptic cues. In our testing we found that 

the approach was able to provide summarized haptic feedback of facial expres-

sions and reduce the time it took for the participants to react to ongoing discus-

sions without increasing mental or physical strain on the user.  
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1 Introduction 

Online video conferencing is a key business tool for remote interaction. Since 1968, 

when AT&T introduced the concept, various systems have gained traction as viable, 

secure, and efficient ways to communicate in real time over distance. Subsequently, 

as communication infrastructure has improved, current video conferencing systems 

(VCS) have become very efficient at relaying visual and auditory information in high 

definition. However, interpersonal communication goes beyond a two-dimensional 

video feed of a communication partner. Febrianita and Hardjati [1] argue that without 

sufficient nonverbal cues such as facial expressions and body language, the effective-

ness of in-person virtual communication can be substantially reduced. Van den Bergh 

 
 

mailto:%7D@tuni.fi
mailto:%7D@nokia-bell-labs.com


and colleagues [2] suggest that soft skills acquired for in-person interaction may not 

be completely carried over to virtual interaction, especially in complex or emotional 

situations. As participants of such systems reside in different countries with different 

languages and cultural traits, the efficiency of communication may further be reduced. 

With the current global pandemic and the extended use of video conferencing systems 

to replace in-person interaction, there is a need to improve the technology and how we 

interact with it for enhancing user experience as well as providing a more personal-

ized exchange between individuals and groups. For that reason, we propose a low cost 

video conferencing system similar to the one proposed by Myers and Secco [3],  that 

utilizes facial recognition to identify and catalog its participant’s expressions and 

communicate their emotional state using encoded haptic cues. 

2 System Design 

The setup was developed by training a neural network to identify facial expressions of 

video conferencing participants and by providing 3.5secs haptic feedback cues to 

communicate their facial expressions with respect to five common emotions (neutral, 

angry, happy, sad and surprised). After testing different APIs and open source librar-

ies we developed the application setup on Tensorflow 2 in Python using Dlib and 

OpenCV [4]. The system employed a web camera to first extract the live image of the 

participant. By using a Haar cascade face detector (OpenCV) we used the input image 

to extract 51 salient points of the sampled face (nose position, eye shape, eyebrow 

shape, mouth shape etc.). These points were then normalized with the 

IMAGE_WIDTH, IMAGE_HEIGHT parameters and then matched to the data set and 

fed to the recognition model [5] (Tensorflow) within the neural network (Fig.1).  

  

Fig. 1. (left to right) Angry, Sad. Happy, Neutral and Excited emotions recorded by 

the system   

The generated output was a vector of 5 elements corresponding to a probability distri-

bution of the 5 different emotional responses being identified: neutral, angry, happy, 

sad and surprised. These vector responses were accumulated over a period of time 

measured as Refresh_Time_Seconds parameter, which was set to 3.5secs for this 

study. An averaged response vector was computed, and the maximum average emo-

tion was selected as the emotional response to be transmitted through the haptic feed-

back wristband where the emotional responses are stored as sound files.  

To create distinct yet recognizable haptic feedback, we developed custom vibrotac-

tile signals for each emotion response. The goal was to create natural tactile signals 

that can easily be identified by users with limited training. Therefore, we modulated 



natural auditory signals to simulate 3 core haptic primitives: human heartbeat, human 

scream, and a drum-bass combination. Each signal was divided into three segments, 

while adjusting the tempo and pitch of the second and third segment of the signal 

helped characterize the entire signal as positive or negative feedback. Using heartbeat 

as the base primitive, we created feedback for “neutral” and “surprised” emotions by 

increasing / decreasing the rate of the heartbeat (Fig.2 a & e). Similarly, we utilized 

the drum-bass beat as the primitive to modulate “happy” and “sad” emotions (Fig.2 c 

& d), and a modulated scream was used as a representation of the “anger” emotion. 
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Fig. 2. Modulated feedback signals (from top to bottom) Neutral (a), Anger (b), 

Sadness (c). Happiness (d), & Excitement (e). 

We applied these signals to the participant through a wearable palm device. The de-

vice was developed using a Tectonic TEAX14C02-8 voice coil actuator attached to 

the inside of the palm using a Velcro strap similar to Farooq et al., [6]. We piloted 

various adaptations of wristband and palm devices that could relay the custom de-

signed signals, and concluded that the feedback parameters (duration, frequency, am-

plitude) were ideal for stimulating the inside of the palm. As all the 5 signals were of 

a similar duration (3.5sec) and required similar amplitude, we used a standard D-class 

amplifier with a peak amplitude of 5.8v.   



   

Fig. 3. Design and placement of the wearable palm device.  

3 User Test 

We conducted a 24-participant pair-wise study where two unfamiliar participants 

were acting as both as a presenter and as a listener (counter balanced) in two different 

sound isolated rooms. In the presenter mode the participants were asked to replicate 

15 randomly generated facial expressions from five selected emotions (5X3) into the 

VC system which were recorded and played back to the listener. The listener was 

asked to identify each expression using three conditions: 1) by directly viewing the 

presenter’s recorded video, 2) by listening to the presenter’s recorded audio and 3) by 

only sensing the system’s haptic feedback signals on their hand using the palm strap 

device. The duration of each feedback was 3.5sec and the participants were instructed 

to reply as soon as the feedback ended. At the end, the listener rated the task load 

(NASA TLX) and accuracy. We also measured the time it took for the listener to re-

spond to each facial expression as well as their accuracy compared to the VC system.  

Visual feedback was provided using Skype over a Samsung B2440L 24-inch moni-

tor (1080p) with the VC emotion recognition software running in the background. 

Audio feedback was also provided using Skype where the listener’s monitor was 

switched off and the participants were wearing noise canceling wired headsets. The 

presenter recorded the text message “This is the presenter mode for feedback X”, 

where “X” was the number of feedback (1-15). The presenter was asked to convey 

their emotional state by amending their delivery of the text message, altering tone, 

annunciation, speed, and intensity. Haptic feedback was provided as five custom de-

signed feedback signals shown in Fig.2 via the custom palm device (Fig.3). Once all 

the data for one participant was collected the presenter and listener switched roles.  

4 Results and Discussion 

Results of the NASA TLX questionnaire (Fig.4) showed that identifying emotions 

with audio only feedback was the most difficult task. Users rated audio-only modality 

as more mentally and temporally challenging compared to haptics only and visual 

only conditions. Results also showed that the participants found audio-only condition 

to require the most effort and it was more frustrating to manage compared to visual 

and haptic only conditions. Haptic only condition was rated as similar in frustration 

and effort to visual only condition, but more mentally and temporally challenging. 



 

Fig. 4. Mental and Physical demand measured for each condition using NASA TLX. 

Looking at the response-time measurements (Fig.5), we see that there were minor 

differences between the three modalities. However, there was a trend showing that the 

first task of each modality took longer to complete than the others. Audio only modal-

ity consistently remained the slowest across all tasks and conditions. This trend con-

tinues in recorded errors (Fig.6) where we see that participants made more mistakes 

for audio only modalities compared to haptic and visual only conditions. 

 

Fig. 5. Response time per task for each of the five emotions. 

 

Fig. 6. Number of errors per task for each of the five emotions 



If we consider the number of errors (Fig.6) we see that visual only task was the most 

accurate followed by haptics only, while audio only was not only slower (Fig.5) and 

difficult to perform (Fig.4), but produced the most errors (per task and in total). Inter-

estingly, we observed more errors recorded for the first task in each modality condi-

tion for both audio and haptic. The results continued to improve during the study for 

both conditions. This indicates that there is room for learning for better performance.  

5 Conclusion 

We proposed a novel method of communicating over a video conferencing system 

where the presenter’s facial expressions were used to encode emotional information 

and relay to the listeners using real-time vibrotactile feedback. A user study with 24 

participants was conducted. Results showed that encoded haptic feedback helped 

participants to identify and respond to the presenter faster, with fewer errors and with 

no significant additional reported stress. Participants performed better at identifying 

facial expressions using visual-only condition and the VC system with encoded haptic 

feedback, over audio only condition. Moreover, the listeners identified the encoded 

haptic feedback signals with a high degree of accuracy and rated the overall system 

positively, classifying the periodical non-visual haptic information as a novel and 

informative aspect of the system. However, participants performance and rating of 

audio only condition was the lowest, illustrating that VC system without video input 

can be more frustrating and can lead to misunderstanding and misrepresentation.  
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